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AIISTRACT

‘T’his paper presents approaches for on-focal-plane analog-to-digital conversion (ADC). Common approaches and
architectures for ADC and their utility for on-focal-plane integration arc discussed, Candidate approaches arc analyzed with
rcs~ct to required amplifier gain, bandwidth, capacitance matching, noise and offsets as a function of ADC resolution. A
column-parallel ADC architecture appears to be an cffectivc compromise of chip area, power, circuit speed and ADC
resolution. ‘1’hc discussion is valid for both infrared focal-plane arrays (FPAs) and visible image sensors.

1. INIRODWTION

In the next generation of scientific and defense focal-plane arrays (FT’As) there will be an increasing emphasis on
improving overall system performance and on increased integration to miniaturize camera size. One way to meet both these
objectives is to integrate analog-to-digital converters (ADCS) on the focal-plane.
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Fig. 1 Systcm signal chain with off-chip ATE (above)
and on-chip ADC (below)

The system signal chains for two cases, onc with an off-
chip ADC and the other with on-focal-plane ADC are
shown in fig. 1. The incorporation of an on-focal-plane
ADC will lead to a reduction of the total number of
integrated circuits in the system, and in turn will lead to
a number of system improvements. First, increased
electronics integration has proven itself over the past 30
years to lead to an improvement in systcm performance,
an increase in system reliability, and a decrease in
system cost. Increased integration in spacecraft
instruments also leads to reduction of total mass,
volume, and system power. As a result  the quantity,
mass, and volume of power supplies are grcatty reduced,
and power systcm reliability is improved. Another high
leverage advantage is that as the total electronics
volume is reduced, radiation shielding mass can be
greatly reduced. Increased integration also leads to a
reduction in systcm  complexity, since the reduction in
the IC count reduces the number of intcrconneds
required. This speeds system design time and reduces

the design error rate. Further, with a digital output, interfacing the FPA is also simplified, with a likely concomitant
reduction in brassboard and flight hardware development time since considerable time is expended in “cleaning out” the
signal chain.

An FPA systcm  with on-focal-plane ADC is also expected to exhibit superior noise performance. Typically, the noise
performance of state-of-the-art focal-plane arrays is limited by the performance of their signal chains. This is due to the
inevitable introduction of unwanted and possibly unavoidable noise through cross-talk, clock pickup, power supply noise,
electromagnetic interference (EM1),  and other mechanisms. Since the serial data rate in the signal chain is the highest rate
in the imaging system, white noise is introduced with a maximum bandwidth. Clock noise and other capacitively coupled
pickup is also known to increase with increasing data rates. On-chip ADC-per-cohtnm  technology operates at a significantly
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lower bandwidth ameliorating these effects. Since no off-chip analog cabling is required, pick up and vibration sensitivity is
c.liminrited,  More fundamentally, multiple sampling or oversampling  of the detettor signal can be much more effectively
performed on l}IC focal-plane compared to off-chip. Thus, on-chip ADC both eliminates mechanisms for the introduction of
noise,  as well as permits increased SNR through ovcrsampling  techniques.

Despite intuition to the contrary, it can be shown that on-focal-plane ADC can lead to a tiuQfiQD in FPA power
dissipation. While the ADC will dissipate extra power on the focal-plane, Ihc need for a high bandwidth amplifier to drive
high fidelity analog signal off chip (through high capacitance loads) is eliminated, resulting in a net power savings.

Once the data has been converted to the digital domain, digital signal processing (DSP) can be performed on-chip as a
furlhcr stage in increased integration. The on-chip DSP can be used for autonomous sensor control such as exposure
control or for control of windowed region-of-interest readout, Image compression can also, in principle, be achieved on-
chip to reduce off-chip drive requirements, However, it is the view of the authors that once onc is “outside of the feedback
loop” to the detector array, increased integration on-chip is less justifiable and a separate DSP application specific
integrated circuit (ASIC) maybe a more attractive approach.

in this paper ADC architectures and approaches suitable for focal-plane implementation are presented. The achievable
conversion resolution as a function of circuit parameters, speed, area, and power for a given CMOS implementation
topology are derived. Approaches to column-parallel implementation are discussed,

2. ON-FOCAL-PLANE ADC ARCHITECTURES

In conventional focal-plane readout syslems shown schematically in fig. 1, a single off-focal-plane ADC serves the entire
array. For on-focal-plane ADC implementation the most obvious architecture will be to integrate a single ADC
monolithically along with the readout electronics. Although conceptually simple, a serial on-focal-pla~ADC  architecture
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Fig. 2 Two architectures for infrared readout with on-focal-plane ADC: a serial architecture (left), and a parallel
architecture (right).

is not an optimal one. Firsl, incorporation of high resolution ADCS on the focal-plane itself poses a challenge, since
compared to a stand-alone ADC, there is much less silicon area available. Secondly, analog circuits in a serial ADC are
required to operate with the highest bandwidth of all focal-plane components, since the conversion rate is the same as the
pixel data rate. Typical pixel data rate in scientific applications is around 100 kHz, while for defense applications and even
in certain scientific applications, data rates in excess of 1 MHz are required. Thus, reliable operation of CMOS circuits pose
a conccm,  especially for applications requiring high data rate. The problem is compounded by the fact that scientific
applications routinely require resolutions greater than 16-bits, This can only be achieved with oversampling techniques, so
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that the ADC clock rate is even higher, Finally, increased focal-plane power dissipation due to high speed operation of
several analog circuits (as opposed to a single driver amplifier in conventional focal-plane readouts) is another concern,

If it is possible to incorporate an ADC per readout pixel, as shown in fig, 2, a massively parallel ADC architecture results.
However, since only a relatively small area is available for most applications (typical pixel size being about 30 ~m2),
conventional ADC approaches may not be feasible with this architecture. A few unconventional ADC approaches such as
voltage-to-frequency converters [ 1 ] have been investigated. A voltage-to-frequency converter operates by generat ing a pulse
train whose repetition frequency depends on the analog input voltage, The feasibility of this approach is limited by the
ability to read the pulse train of varying repetition frequency from each pixel. For extremely low flux levels, a photon
counting approach to in-pixel ADC is being investigated [2]. In this approach, AfD conversion can be achieved by counting
individual photochxtrons  with high-gain amplifiers operating with sub-electron input-referred noise.

Speed limitations in a serial architecture and area limitations in parallel architecture abbreviate their utility for on-focal-
planc applications. On the other hand, use of a semi-parallel architecture can be expected to preserve the advantages and
mitigate the adverse consequences of both the architectures. A semi-parallel architmture  featuring an ADC for every
column of the readout, shown in fig. 3, affords virtually unlimited chip area in one dimension, and tight but feasible design
space in the other dimension, Such tall, skinny ADCS would oocrate  in Darallel  on a row of image data at a time. The
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Fig. 3 A column-parallel architecture for on-focal-
plane ADC

co~version  ;ate is the row read out rate, and is 100-1OOOX
slower than the serial pixel data rate. For example, for a
serial pixel data rate of 50,000 pixels per second typicatly
emjdoycd  in a scientific CCD, the corresponding ADC data
rate for an ADC per column architmture would be just 50
pixels per second for a 1024x1024 array size. In the case of a
line array, an ADC per column converges to the limiting
case of an ADC per pixel. It is also possible to envision an
ADC per n columns, where n is a small number, perhaps 32,
This derivative architecture requires sub-multiplexing of the
n-columns to the ADC. It affords more design area in the
transvcrsat  direction at the expense of increased data rate.

A semi-parallel architecture also affords lower power
operation. This is due to the fact that unlike digital circuits,
power dissipation in analog circuits depends super-linearly
on the operating frequency. As a result the total power
dissipation for a semi-parallel architecture can be lower than
for a serial architecture for the same pixel data rate.
Additionally, the semi-parallel architecture allows the usc of
a “shared circuits”, i.e. a single circuit block (e.g. reference
generator) can serve the entire ADC bank. This can lead to
considerable power and area savin~.  Since the conversion
rate is much lower than that in a serial architecture, the

analog circuits may be biased in sub-threshold, affording further reduction in power. The highest performance on-focal-
plane ADC has been reported using a column-parallel architecture [3, 4]. One concern, however, is the matching of the
ADC characteristics between the columns. A lack of matching will generate a fixed-pattern noise in the output data.

3. ALGORITHMS FOR ON-FOCAL-PLANE ADC

A number of ADC algorithms are available for use in focal-plane applications. These conversion methods differ from each
other in terms of operating speed, power consumption, achievable accuracy, and chip area, An important difference between
on-focal-plane ADC and a single-chip monolithic ADC is that, unlike the latter, an on-focal-plane ADC must occupy a
relatively small chip area, The real estate becomes an even more serious concern for column-parallel approaches. Due to
unavailability of a large chip area, focal-plane ADCS cannot usually take advantage of elaborate trimming techniques for
resolution enhancement, Thus, in choosing an ADC architecture, the immunity of the ADC performance to circuit
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parameter mismatch is an important issue.

All focal-plane implementations require low power operation, maximum overall power dissipation in all the ADCS being
limited to 1 - 20 mW. The required resolution and conversion rates vary widely depending upon applications. The
conversion rate depends on the array size, the integration time, and the choice of ADC architecture, and is usually in the
range of 1 kHz to 1 MHz. Scientific IR imagers  usually demand high resolution (> 16 bits), but several other applications
require only 8-10 bit accuracy. Thus there is a wide range of operating requirements, with the conversion rate requirement
varying from 1 kHz to 1 MHz, and the bit resolution requirement varying from 8 to over 16 bits, There is no single ADC
algorithm that optimally meets these widely varying requirements.

Approaches to the design of the ADC include flash ADCS, successive-approximation ADCS,  single/dual slope ADCS, and
ovcrsampkd ADCS. Flash ADCS achieve 8-10 bits of resolution at very high spwd, but require a large chip area and
dissipate unacceptably high power levels, Therefore, they are unusable for focal-plane integration, Successive-
approximation ADCS achieve higher resolution at medium speeds, Power dissipation is mcxlium.  These types of ADCS are
good candidates’ for an ADC per n columns since they require large chip area in order to achieve good component
matching. Single and dual slope ADCS arc architecturally simple circuits and can achieve high resolution at low speeds
with minimal power dissipation. The robustness of these ADCS is judged to be too low to be suitable for a cosmic-ray-ridden
space environment but may be suitable for many low resolution applications. Oversampled ADCS are an emerging
approach to very high resolution (e.g. 18-20 bits) conversion at medium speeds and low power dissipation. Oversampled
ADCS offer the possibility for SNR enhancement as discussed below. They also exhibit very high robustness and may
therefore be extremely suitable for integration on the focal-plane. The characteristics of these algorithms and their
feasibility for focal-plane use are summarized below in table 1.

Table 1 Relevant characteristics of ADC algorithms for on-focal~plane applications

For medium speed (data conversion rate <100 kHz) operation, a cyclic, a successive-approximation (S-A) or a X-A ADC
can be used. The cyclic algorithm is based on the multiply by 2 method of decimal-to-binary conversion and is given by [5]:

V(i +1) = 2 V(i) + (-l)bi Vmf

b i = 1 for V(i) 2 O; = O for V(i) c O; i = 1,2, . . . . n

V(1) = Vin; and Vmf is the reference voltage. bi is the i-th bit in the binary representation of the analog signal. The range
of the input voltage is given by:

. Vmf < Vm s Vmf

The successive-approximation is an essentially “ranging” algorithm. During each conversion step, the algorithm tries to
determine the upper and the lower bound within which the input voltage lies. By successively shrinking the bounds, the
analog voltage is approximated to within a small error. The ranging can be done in several ways. A successive-
approximation (S-A) algorithm [6] that is compatible with CMOS implementation is given by:
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V(i+l) = V(i) - b i ~

b i = 1 for V(i) 2 ~: = O for V(i) < ~; i = 1,2, . . . . n

V(l) = Vin; and Vwf is the reference voltage. The range of input voltage is given by:

osv~<vm.

‘mf after n conversion steps. As a result, the algorithmIn this algorithm, the residual voltage decimates to approximately —
2“

can be susceptible to circuit noise, offset, and non-idealities  more than a cyclic ADC.

A moderate to low speed ADC is the oversamphxt  sigma-delta (Z-A) ADC. It combines sampling at rates well above the
pixel readout rate with negative feedback to exchange resolution in time with that in amplitude [7]. The algorithm for the
most basic (first order) ZA ADC is given by:

V(i +1) = V(i) + a(Vti  -- biVRf )

b i = 1 for [V(i) + Vm ] 2 O; = O for [V(i) + Vm] < 0: i = 1,2, . . . . n

V(l) = Vin;  and VEf is the reference voltage. The range of the input vohage  is given by:

- Vmf s Vm ~ Vlrf

The repeated integration and feedback force the average value of the output to track the average value of the input. As a
result of the feedback and integration, any uncorrelated  variations (i.e. circuit noise) are suppressed, By the same token, the
algorithm is also tolerant to component mismatches and non-idcalities  as well as circuit offsets,

InwcmWU4API

A first order LA ADC requires 2n cycles to perform a n-bit analog-to-digital conversion, A higher brder X-A, built by
incorporating additional error integrator loops, can speed up the conversion, However, the addition of more than one
integrators in the feedback tends to cause stability problems. This problem can be overcome by cascading two first order
stages resulting in a incremental Z-A ADC topology [8]. Since it consists only of cascaded first order stages, it is immune to
loop instabilities. At the same time, compared to a first order topology, it vastly improves the conversion sped The number
of cycles (m) needed for a k-th order ZA ADC to achieve n-bit resolution is given by:

m = (kd
The algorithm for a second order incremental ADC (for an integrator gain of unity) is given by:

i(l+l)vV(i+l) =  y ~ -  ~ak(i+l-k)Vti  -  ‘~l~Vm.
k=l k=2

2D = ~ak(i+l–k)  + ‘~lbk ; i = 1,2, .,,. n
k=l k=2

V is the output of the second integrator, and D is the digital word formed by appropriately weighing the digital outputs ai
and bi, that are generated respectively by the first and the second LA modulator stages.

ADC

Apart from a first LA ADC, other slow sped ADCS include single or dual-slope conversion. A single-slope ADC consists
of a ramp generator, a counter and a comparator. One input to the comparator consists of a sampled-and-held analog
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voltage to be converted and the other input consists of the ramp generator output. The ramp generator is turned on
synchronously with the counter. The output of the comparator is “O”, until such time when the ramp output exceeds the
sampled and held input voltage. The output of the comparator is used to latch the counter value, and is an equivalent digital
representation of the input voltage, For a n-bit data conversion, 2n counter cycles are required, A dual-slope ADC [9] can be
designed to make the data conversion independent of the ramp inaccuracies and comparator offset voltage. However, it
requires integration of the analog voltage and is therefore susceptible to the I/f noise. This limits its use for focal-plane
applications.

4. ANALYSIS OF MODERATE-SPEED ADC RESOLUTION

A building block  common to all the moderate speed ADC schemes is an integrator, For cyclic ADC, the integrator is also
required to have a gain of 2, In most cases, the accuracy of the integrator limits the resolution achieved by an ADC. The
inaccuracy introduced by the integrator depends on the circuit implementation used, and on the clocking speed.

r-it+

Fig. 4 Schematic diagram of a switched-ca-pcitor
integrator, Vn is the input-referred noise voltage
generator of the amplifier,

In voltage mode CMOS implementation, the most
commonly used integrator is a switched capacitor
integrator, shown in fig. 4. In this circuit, during the
clock phase $1, the oncoming signal is sampled on the
sampling capacitor C~. During the $2 clock phase, the
feedback loop is activated, and the charge on Cs is
dumped on the integration capacitor Ci. The operation
of the during phase $2 resembles that of a commonly
used IR readout circuit called a charge transimpedance
amplifier (CTIA). Assuming that the output is sampled
during phase $1, and that the gain of the op amp Am
is extremely large, the recursion relation between the
output and the input is given by:

V~,(n) = ~Vm(n-l)  + VOUt(n-l)
i

The integration gain is given by Ago = C~Ci, and can be altered simply by changing the capacitance ratio. The switched-
capacitor integrator is subfit  to several non-idealities  that tend to affect the integrator gain [10]. ‘Ihese effects arise from
mismatch of capacitors, finite gain and finite bandwidth of the op amp, noise in the op amp, and offsets associated with
charge fecdthrough  during switching and the op amp. To a first order, the effect of these non-idealities  is to modify the
integrator gain, and has been widely studied, It can be shown that when the non-idealities  are small enough, the integration
gain can be expresswt as [10]:

Ag = Ago(l  - Cg ) ; where Eg ‘&C+ &A +&~

&c is the error fraction of capacitance mismatch, CA is the error introduced due to the op amp gain AW, and &w is the error
due to finite bandwidth effects. E* can be further expressed as:

EA = +(3-P); p.~;
Vo i s

Assuming that the settling behavior of the op amp is governed by a single pole fo, which is requires by all op amps for
reasons of stabilit  y, the error &w is given by [ 11]:

&w ()= (1 - ~) exp -(in}
c

f“ = AVO ~ is the unity gain frequency and fc is the clock frequency.
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Modifying the analog-to-digital conversion algorithms presented in the previous section to include the eflect  of the
integration gain variation and the offsets in the op amp and the comparator, and due to switch fecdthrough, the error in a n-
bit conversion can be determined for 2A ADC, cyclic ADC and successive-approximation ADC, for standard switched-
capacitor implementation . Expressed in units of the number of least significant bits (LSB), the conversion error for a Z-A
ADC is given by [8]:

EA = 0,5 mag; where m is the number of conversion cycles needed to achieve n-bit resolution.

The conversion errors for a cyclic ADC (Ccyc) and a S-A AK (EMP) can be deriv~  using the approach de~iled in
reference 12, and are given by:

If the deterministic offsets (due to switch feedthrough, mismatches in the op amp and the comparator) are not to generate
any missing code, the conversion error due to the offsets needs to be less than 0.5 LSB. This imposes a maximum limit on
the offset voltage that can be tolerated by each ADC scheme. This limit can k expressed as follows for a LA, a cyclic, and
a S-A ADC respectively:

v
vRf

“A < ii(im~

v~f
vs——~ Cyc 2 n - 1

For a X-A or a cyclic ADC, the maximum allowable offset voltage for less than 1 LSB differential non-linearity is around
().5V~B.  However, the successive-approximation scheme is most affected by the presence of offsets. The maximum
allowable offset for this scheme can be as low as 0.1 V~B for a 13 bit or higher resolution. For the other two schemes, a 10
bit ADC, with VEf = 2v, (typical vohage levels encountered for low power operation), requires the offset  Volb!?e Vm to be
lCSS than 1 mV. Thus, circuit offset is an important mechanism for limiting the accuracy of an ADC system. Accurate
switch-feedthrough  reduction and comparator and op amp auto-zeroing are required in order to reduce offsets in CMOS
switched capacitor circuits.

NQis!2
The major sources of noise in the switched capacitor integrator are the reset noise on the capacitors and the white noise
from the op amp. The I/f noise can usually be neglected since the op amp is usually clocked at the highest possible speed.
During each integration cycle, the r.m.s.  noise added is:

()
kT (Ci

2 + C,*
2 ) kT (Ci + C,) kT

‘n = +—
Ci2 C,

(

CL +

)

CiCg c = c~

Ci+C,  i

The first term represents the reset noise, and the second term is the white noise from the op amp. The l/f noise contribution
is ignored since in most practical cases, the op amp operates at a f~uency  above the MOSFET I/f noise knee tkquency.
The op amp noise, to a first order, is dependent only on the capacitance of the network. This is because the
transconductance  of the input FET controls both the bandwidth as well as the noise power spectral density.
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The noise in each cycle circulates
through each conversion
algorithm, Its effect is similar to
that of the offset, except that noise
appears as a random offset. If the
ADC is to operate without missing
a code due to the integrator noise,
the maximum allowable r.m.s.
noise is related to the reference
voltage as:

Fig. 5 shows the effect of noise on
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Fig. 5 Required capacitance as a function of desired bit resolution (for an
0.25 LSB error)

ADC resolution. Since the noise depends only on the circuit capacitance, the effect of noise can be equivalently represented
by defining an equivalent capacitance Cqv. Usually, a capacitance size of 1 pF or more is used in CMOS implementations
in order to suppress the effects of the parasitic capacitance. It can be seen from fig. 5 that for a 1 pF capacitance, noise does
not limit resolution for a 2A ADC or a cyclic ADC. However, for a S-A ADC, noise alone limits the resolution to about 14
bits for a 1 pF capacitance. The relatively poor noise performance of this ADC algorithm is due to the fact that in each cycle
the residual voltage decimates monotonically, whereas in other two schemes, the residual voltage exhibits non-monotonic
behavior due to repetitive addition or subtraction of the full reference voltage. Of the three schemes, a X-A ADC is the most
immune to circuit noise due to the presence of negative feedback.

Q! amp jwi

Finite op amp gain (Am), finite unity
gain frequency (fu), and capacitance
mismatch (Q also limit the
conversion resolution. Figs. 6, and 7
show the dependence of the bit
resolution as a function of AVo, and e
c, for a given conversion error of 0.25
LSB. Amongst the three methods
chosen, the second-order LA ADC is
the least sensitive to op amp gain - a
two-fold increase in gain is required
to achieve an extra bit of resolution.
In contrast, for a S-A and cyclic
method, a four-fold increase in gain is
needed to achieve the same resolution
enhancement. Further, for any given
resolution, the required op amp gain
for a 2A ADC is much lower than
that of the other schemes. To achieve

120

100

80

g

“5 60
CJ

40

20

0
8 10 12 14 16 18

Resolution

Fig. 6 Required op amp gain M a function of desired bit resolution (for an
0.25 LSB error)

18-bit resolution with a Z-A ADC, an op amp gain of only 50 dB is needed. This can be easily obtained using conventional
CMOS op amps occupying a relatively small area, This indicates the utility of X-A algorithm for column-parallel ADC
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implementations, In contrast, the S-A scheme and the cyclic scheme respectively 90 dB and 80 dB op amp gain to achieve a
resolution of,1 3 bits. Although op amp gain requirement can be retaxed by using additional switched capacitor networks to
compensate for the gain error [13, 14], it requires additional chip area, and therefore may not useful for on-focal-plane
applications.

The error due to capacitance
mismatch also shows a trend that
is similar to that due to the op amp
gain. With currentty available
CMOS technology, two capacitors
can be matched no better than
0.01 %. Thus, unless additional
circuitry is u~d, capacitance
mismatch tends to limit the
resolution of S-A and cyclic ADCS
to 12-13 bits, and that of a =A
ADC to 22 bits as shown in fig. 7.
The matching requirement can
also be relaxed using additional
switched capacitor circuit blocks,
but at the expense of additional
chip area [15].

The finite unity gain frequency (fu)
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Fig. 7 Required capacitance mismatch error as a function of desired bit
resolution (for an 0.25 LSB error)

of the op amp limits the maximu-m clock rate (f~ at which the op amp can be operated because of slew and settling time
requirements. The error due to finite op amp bandwidth affects all the three AX schemes approximately in the same
manner. However, it is possible to clock a LA ADC almost twice as fmt as the other two schemes, for a given resolution.
On the other hand, if the clock frequency is at least 10 times slower than the unity gain frequency, the error due to settling
time requirements affects resolution only when larger than 18-bit resolution is considered. Table 2 summarizes the
resolution limitations of different ADC algorithms due to circuit imperfections.

Table 2 Effect of circuit non-idealities  on the achievable resolution for three ADC algorithms

5. POWER DISSIPATION IN ON-FOCAL-PLANE ADCS

In CMOS digital circuits all power is dissipated during switching, and the power dissipated is directly proportional to the
operating speed. This is not so for a CMOS analog circuit (e.g. an op amp). Such a circuit requires dc. bias current, which
is the main source of power dissipation. The bias current also determines the circuit sped, since it controls the settling time
(tWt)  and the slew time (ts]ew). For a well designed circuit, tslew and tWt are chosen to minimize the bias current,
Assuming a duty cycle of 50 %, the settling time twt can be expressed as a function of the clock frequency as fc = y / 2 tWt:
where y is the fraction of the clock period spent in settling the signal, In that case, the required bias current (Ibfi)  as a
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function of the clock frequency can be written as:

I~m =
2  w  [%- 1“ (?)1Pcox~

where CL is the effective load capacitance, v is the mobility of the input transistor, Cox is the oxide capacitance, W and L
are the gate and the length of the MOSFET, &@ is the settling error.
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Fig, 8 Op amp power dissipation as a function of the clocking speed

Fig. 8 shows the power dissipation
of an op amp as a function of the
clocking speed,  It can be seen that
the power dissipation even for a 1
MHz clocking rate is only about 20
mW. This means that a low-power
serial on-focal-plane ADC can be
operated even at relatively high
pixel data rate (-1 MHz) .
Secondly, the power dissipation
increases as the square of the clock
frequency, The implication of this
is as follows. Compared to a single
serial ADC, a column parallel
architecture requires N ADCS (and
therefore N op amps) each
operating at a frequency that is N
times smaller than a similar serial
ADC. If the ADCS were comprised
of digital circuits only, the total

power dissipation would have been the same in both the cases. However, since the power-frequency relationship of an
analog circuit shows a square dependence, the total power dissipation in all the N op amps (used in column-parallel
architecture) is less than that in the op amp (used in the serial ADC) operating N times faster. This allows a column parallel
ADC architecture to be operated with lower power dissipation than a serial ADC,

6. CONCLUSIONS

This paper has presented several approaches for on-focal-plane ADC, While it is possible to consider a single serial ADC
for the entire FPA, lower power, lower noise, and higher resolution can be achieved using a column-parallel architecture.
For most applications, a column-parallel architecture seems to be most appropriate, In terms of ADC algorithms, for lower
resolution ADC in a ideal environment (e.g. no cosmic rays, low data rate) a single-slope style ADC can be adequate,
Successive-approximation or cyclic ADCS convert the data more rapidly but require more complex circuits. For high
resolution, oversampled  ADC such as X-A ADCS can be utilized. OverSampled ADCS require the most complicated circuits,
but are most forgiving to circuit im~rfections.  The trade space for choosing an ADC for the FPA is rather flat, and several
algorithms can be considered for a given imaging system, While there have not yet been many reported ADCS integrated on
the focal-plane, the authors anticipate rapid progress in this area in the next few years. Future generations of FPAs will
likely contain on-focal-plane ADCS.
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